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Abstract. As traditional linear models stagnate decision-making and data feder-

ation, there's a pressing need for a novel, swarm-based cloud-edge computing 

approach to enhance European data sovereignty and foster a sustainable, circular 

economy across various market sectors. To that end, the EU-backed OASEES 

project identifies a need for an innovative, inclusive, and disruptive approach to 

the cloud-to-edge continuum, swarm programmability, and data federation over 

GAIA-X. This paper underscores the actual challenges associated with managing 

and orchestrating edge infrastructure and services, thereby harnessing the poten-

tial of edge processing and federated learning. Moreover, it delves into the core 

features of the OASEES approach, taking into account technological challenges 

anticipated in system development. We also explore the integration of multi-ten-

ant, interoperable, secure, and trustworthy deployments into the cloud-to-edge 

paradigm, in line with the conference's scope. Briefly, we discuss several vertical 

edge applications with substantial market impact, demonstrating how our ap-

proach partially addresses the existing gaps and contributes to a decentralized AI 

ecosystem. 
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1 Introduction 

Leveraging data in a multimodal fashion [1]. Currently, the most potent data pro-

cessing is centralized, primarily situated in the cloud [2]. This approach affords the 

capability to scale and efficiently allocate resources on-demand. Centralized data pro-

cessing is typically characterized by all data being gathered into a single centralized 

storage area, subsequently processed by a single computer system with extensive archi-

tectural capacities in terms of memory, processor, and storage. Decisions regarding 

protection levels and authorized access typically fall under the purview of the system 

administrator [3], [4]. 
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In this framework, centralized processing can yield significant benefits. For instance, 

it helps reduce cost due to the absence of the need for additional hardware, enhances 

data security, and ensures data and programs on each information system remain inde-

pendent, thereby extending security and trust [5]. Simultaneously, cloud hosting en-

sures application and website accessibility using dedicated cloud resources [6]. Con-

trary to traditional hosting processes, solutions are not deployed on a single server but 

rather on a network of interconnected virtual and physical cloud servers, ensuring 

greater elasticity and scalability. This also enhances flexibility and reliability - cloud 

hosting scales to accommodate traffic spikes or seasonal demands, and hardware fail-

ures do not result in downtime as sites and applications are hosted on a network of 

servers [7]. 

However, despite the pervasive utilization of centralized processing and cloud host-

ing across numerous systems, these approaches inherently restrict service and applica-

tion operation to a resource-constrained manner, often dependent on large single enti-

ties for authentication, data storage, data processing, connectivity, and vendor-locked 

environments for development and orchestration [8-13]. This significantly limits users' 

data governance capabilities, curtails their visibility into access privileges, and impedes 

the implementation of necessary controls to prevent potential inappropriate or risky 

access. 

The current data governance paradigm of OASEES entails a sum of policies, pro-

cesses, standards, metrics, and roles to ensure effective data utilization to achieve or-

ganizational objectives. It establishes responsibilities and processes that guarantee the 

used data's quality and security [14]. Data federation over GAIA-X and federated learn-

ing are potential avenues for improving data utilization while upholding high-quality 

standards [15]. Existing solutions for edge device authentication generally require a 

centralized entity for trust and authentication, thus creating a non-portable identifica-

tion paradigm. Integrating data federation and federated learning in this context could 

potentially foster more robust and decentralized data management and processing so-

lutions [16]. 

The paper is organized as follows: Section 2 presents in brief the OASEES concept 

for swarm-based systems. Section 3 covers the data federation aspects of the proposed 

architecture and how they leverage GAIA-X. Next, Section 4 discusses how federated 

learning is utilized in the current scope, and how it benefits swarm-based frameworks, 

and finally Section 5, concludes the paper and draws future lines. 

2 OASEES Concept in the Cloud Edge Continuum 

OASEES introduces a decentralized and swarm intelligence-based computing 

framework, employing distributed ledger technology (DLT). The foundational ele-

ments of DLT and blockchain enable trustworthy data exchange and collective collab-

oration. This is achieved by establishing a network where all transactions are univer-

sally accessible and validated by the network nodes. The inalterable nature of the trans-

actions fosters transparency and trust by creating an auditable trail. This system ensures 
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every participant within the swarm agrees on the data's state in the ledger, leading to 

consensus. 

DLT's capability extends beyond simple transactions to execute complex applica-

tions or smart contracts based on transaction completion. These smart contracts are es-

sentially pre-defined, functional requirement-based computer codes, providing the 

foundation for decentralized applications (DApps) deployed on the blockchain. Within 

OASEES, these DApps function within the Service Layer, as illustrated in Figure 1. 

The concept of a Decentralized Autonomous Organization (DAO) for swarms also fea-

tures prominently within OASEES, achieved through one or more blockchain-deployed 

smart contracts. 

OASEES deploys these principles to instill inherent trust within swarms, where an 

OASEES swarm organizes its operations and intelligence via a DAO. Each device 

within the swarm can participate in the DAO, voting automatically on decision-making 

based on different parameters and conditions. This self-governance model in conjunc-

tion with the cloud-native approach of OASEES forms a flexible, agile framework for 

swarm architectures. Despite the inherent trust, security remains a two-pronged chal-

lenge for OASEES. OASEES's approach to this challenge includes the development of 

dedicated security enablers for the cloud, edge, and AI modules, integrating them seam-

lessly into the deployment process of the framework. Additionally, OASEES integrates 

various cloud and IoT security standards to incorporate root-of-trust for different cloud-

native services. A Self Sovereign Identity (SSI) approach is utilized for identity man-

agement, controlling unauthorized access based on the verifiable credentials of each 

member. 

The high-level OASEES architecture involves various actors, interacting within dif-

ferent layers. Figure 1 highlights these interactions and the positions of each actor in 

the following layers: Deployment & Execution Layer, Identity Layer, Distributed Se-

cure Swarm Layer, Service Layer, and Programmability Layer. 
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Multiple stakeholders have roles in the OASEES paradigm: Infrastructure Providers 

(IP), Cloud Service Providers (CSP), Network Service Providers (NSP), Edge Service 

Providers (ESP) or Data Providers (DP), Specialists, Developers, Data Consumers 

(DC), and OASEES Service Providers (OSP). Each plays a crucial role in the operation 

and management of OASEES services, ranging from infrastructure management to ser-

vice design, consumption, and provision. 

Swarm collaboration within OASEES is realized through a collective of edge de-

vices and human experts, employing decentralized technology for involvement, syn-

chronization, and oversight. A unique characteristic of this is the execution of collabo-

ration over the GAIA-X data federation, enhancing the power of data sharing, interop-

erability, and sovereign data services. By using a Decentralized Autonomous Organi-

zation (DAO) coupled with Human-in-the-Loop (HITL) mechanisms, it paves the way 

for Federated Learning amongst disparate edge devices. Participants interface with the 

 

Fig. 1 OASEES High Level architecture 
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DAO via digital wallets, facilitating the staking of tokens, proposal voting, and receipt 

of rewards. The DAO paradigm's underlying automation works in concert with human 

intelligence, thereby driving towards the fulfillment of intricate objectives and resolu-

tion of complex challenges. 

The constituents crucial for effectuating this architecture include a blockchain plat-

form equipped with smart contract capabilities, a robust DAO framework, a token 

standard for stake holding and governance, a user interface, an SSI framework for me-

ticulous identification management, and HITL mechanisms. All these elements coa-

lesce to foster swarm collaboration that is transparent, secure, and inherently trusted, 

underpinned by the power of GAIA-X data federation and the efficiency of Federated 

Learning.  

3 Data Federation 

The OASEES Data Federation aims to overcome the challenges inherent in central-

izing all data in a single repository.  In line with its decentralized architecture, data will 

also remain decentralized and distributed across different databases, while providing a 

unified view of data access. 

OASEES is defined to operate very close to where the Data is generated and there-

fore operates as a "First Level Data Space", this data has to be correlated, stored and 

integrated. The Data Federation will allow the integration of data from different data 

sources (Edge Devices) without the need for physical data consolidation. The data will 

remain under the control of the respective source, maintaining data ownership and se-

curity. It will also improve scalability, as new data sources can be added/removed in 

real time, minimizing data movement and reducing latency.  

GAIA-X is working on the architecture for a "Sovereign Data Exchange based on 

Trust between stakeholders".  Gaia-X has developed a "Data Product" concept and an 

operational model to respond to the challenges described in its conceptual model. 

OASEES will comply with the GAIA-X Data Product Description [17] for the defi-

nition of its own Data Products. These descriptions will be stored in a Federated Data 

Catalogue, allowing users to discover and access the Data Products. Each Data Product 

Description has a Data License that defines the usage policies applicable to all data 

within that Data Product. In addition, it contains other relevant information such as 

billing details, technical specifications, service levels, etc.  

Data products within OASEES will also provide the Data Product Usage Contract 

(DPUC). This contract will be based on the Data Product Description. The DPUC will 

be designed as a Ricardian contract, meaning it is both human-readable and machine-

readable. It is cryptographically signed to ensure tamper-proof integrity and can be ver-

ified in a decentralized manner. The DPUC is electronically linked to the data, estab-

lishing a clear connection between the contract and the subject of the contract itself. 

Optionally, the parties involved may choose to have the contract notarized in a feder-

ated Data Product Usage Contract Store. 

 Connectors will also be used for data transfer, and while OASEES is not limited to 

the use of a specific connector, it will give priority to the EDC (Eclipse Data Connector) 
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due to the integration with Gaia-X to simplify the use of Gaia-X Verifiable Credentials 

for Participant Compliance in contract negotiations and access control within this eco-

system. This integration aims to improve the accessibility of Gaia-X Verifiable Cre-

dentials for Participants by allowing service providers to grant exclusive access to their 

services to Gaia-X compliant participants. In simpler terms, this means that service 

providers can limit access to their services exclusively to Gaia-X compliant partici-

pants. 

4 Federated Learning 

Federated learning (FL) introduces a decentralized learning paradigm that facilitates 

collaborative and local model training on edge devices. It eliminates the need for data 

exchange by sharing only model parameters for aggregation. In FL, each participating 

node processes data available at the edge to generate a local model, whose parameters 

are then shared with one or more central entities (servers), where the global model is 

built by applying aggregation strategies. This global model is then shared with all par-

ticipating edge devices, which use it to update and refine their local models for subse-

quent training rounds. FL effectively addresses concerns related to data governance, 

privacy and scalability, as it allows for local processing of data. 

In the OASEES platform, AI/ML/DL models are stored at the OASEES cloud stor-

age. When requested, via the respective SDK, the model is pushed to edge devices, 

where it is either used for inference or trained with local data in a federated-learning 

context, thereby ensuring privacy and scalability by decoupling possibly sensitive data 

from the overall model training. Once training on the edge devices is completed, agents 

send the updated model parameters to the OASEES portal for aggregation, again using 

the appropriate SDK calls (Figure 1). 

At the OASEES portal, AI load balancers aggregate all the updated model parame-

ters from the edge devices, combining the respective weights according to a predefined 

federated learning policy (e.g. averaging) to produce the resulting global model. The 

aforementioned model is subsequently forwarded to all registered edge devices and  is 

also stored at the OASEES cloud storage. Following, the edge devices replace their 

local models with the global one and continue with further local training, utilizing the 

knowledge of the deployed global model. This iterative process continues until the 

model is fully trained, performing well across the data of all edge nodes. Overall, this 

approach enables the efficient utilization of resources across the Cloud-Edge contin-

uum, leveraging the power of edge devices while maintaining privacy and scalability. 

5 Conclusion 

In summation, OASEES framework introduces an innovative approach to decentral-

ized computing, utilizing the intricacies of Distributed Ledger Technology (DLT) and 

blockchain principles. This methodology engenders a secure, auditable, and transparent 

mechanism for data transactions and collective collaboration within the constructs of a 

swarm architecture. Leveraging blockchain's capabilities beyond transactional 
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processing, OASEES deploys smart contracts, defining functional requirement-based 

computer codes, thereby facilitating the creation and deployment of Decentralized Ap-

plications (DApps). This seamless integration allows for the development of a Decen-

tralized Autonomous Organization (DAO) within a swarm, fostering consensus and in-

trinsic trust among network nodes. 

Within the OASEES architectural paradigm, several stakeholders play indispensable 

roles in the successful operation and management of services.  

A notable attribute of the OASEES ecosystem is its symbiosis with GAIA-X data 

federation, serving to enhance interoperability, sovereign data services, and data shar-

ing across the network while safeguarding data ownership and ensuring security. This 

collaboration facilitates Federated Learning and Human-in-the-Loop (HITL) mecha-

nisms among the disparate edge devices, establishing a solid foundation for secure, 

trusted, and transparent swarm collaboration. The compliance of OASEES with GAIA-

X Data Product Description demonstrates a dedicated effort to address the challenges 

described in its conceptual model. The utilization of Data Product Usage Contracts 

(DPUC), designed as Ricardian contracts, and the preference of the Eclipse Data Con-

nector (EDC) due to its integration with Gaia-X, contributes significantly to the en-

hancement of data security and integrity within the system. 

Moreover, the OASEES platform embraces the paradigm of federated learning, 

which provides a decentralized learning model facilitating collaborative local model 

training on edge devices. The OASEES methodology for managing AI/ML/DL models 

underscores the commitment to privacy and scalability by localizing potentially sensi-

tive data processing within the overall model training scheme. The iterative process 

involving edge devices and OASEES cloud storage emphasizes the efficient utilization 

of resources across the Cloud-Edge continuum, maintaining privacy and scalability. 

To summarize, OASEES exemplifies an innovative, secure, and efficient decentral-

ized computing framework that integrates DLT, DAO, federated learning, and GAIA-

X data federation. The combination of these advanced technologies and strategies ren-

ders OASEES a promising model with the potential to significantly influence and shape 

the trajectory of future development in swarm-based computing. The framework merits 

further examination and validation in a wider range of real-world applications, promis-

ing significant potential implications for swarm intelligence, decentralized computing, 

and edge services.. 
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